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ABSTRACT 

Background: 

This system comprises the fog control node, access node, and Internet of Things (IoT) application. This 

study aims to reduce scheduling-related cloud costs. A user scheduling method and an economical task are 

carried out for this reason. The algorithm for job scheduling is constructed to determine the best strategy to 

handle several jobs in a fog access node. Reallocation technology ultimately reduces delays in both time 

and service. For analytical objectives, extensive simulations were run and performance metrics were 

compared with those of other currently in use methods. It was discovered that the suggested technique 

lowers task latency and offers extreme cost-effectiveness by improving the concurrent capability in the fog 

node, users, and task scheduling with improved performance statistics that made it possible. 

Materials and Methods: 

 The research paper explores fog computing, a three-layered architecture consisting of IoT devices, 

fog computing, and cloud computing. The fog computing layer sits between cloud networks and Internet of 

Things (IoT) devices, providing fast access to these devices and handling computation locally at the 

network edge.  

Results: 

The research paper focuses on reducing cloud costs in scheduling. Although the proposed system showed 

many similarities in execution times compared to the diverse early completion-time method, it consistently 

lags behind the heterogeneous method by 5 to 10%. 

Conclusion: 

This research aims to reduce the cloud scheduling costs for Internet of Things (IoT) devices. A user-based 

scheduling algorithm and economical task allocation are implemented. A constraint-based and user-

defined strategy is recommended. 

 

Keywords: Task scheduling, cloud, fog, IoT, and execution time . 
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INTRODUCTION 

Because cloud computing provides services via the internet, it lessens the need of users to plan, 

provides an adaptable computing model, and fulfills business objectives, its emergence has grown 

significantly and is becoming more and more alluring for both industry and academia [1]–[3]. 

Many studies indicate that the Internet of Things (IoT) industry would expand quickly due to recent 

technology breakthroughs like blockchain, and ( IoT ) and cyber-physical systems (CPS) utilized 

in an industrial setting[29]. According to estimates, there will be 64 billion IoT devices in use by 

2025 [4]. Through the Internet of Things, internet access is made available to everything that a 

person may need for their typical daily routine, including laptops and mobile phones[3,5]. The 

need for cloud computing is growing as a result. A computer approach known as "cloud 

computing" allows users to conveniently and instantly access information or data from a collection 

of configurable computing resources via the internet [4,6]. Another subset of Internet computing 

is cloud computing, where all data is kept online or on the cloud. Through the network layer and 

the internet, the user or client application can access these data. Many devices such as smartphones 

and tablets benefit financially and in terms of time by having scalability and high-performance 

capabilities because they increase storage of data capacity and facilitate server-side problem-

solving [7]. The Internet of Things gadget application growth results in an increase in service 

requests and responses, which are inefficient in terms of time, money, and resources when it comes 

to cloud computing. A problem in internet transmission was ensuring consistent and dependable 

service. However, the use of a router, gateway, and workstation allowed it to grow[8]. By placing 

an intermediary between the two, the problem between Internet of Things devices and the Internet 

of Things has been resolved. The fog server functions as a cache or proxy when a user application 

requests data since it stores the commonly accessed data locally. With this approach, updated and 

sophisticated problems will be sent to the cloud for processing, while often-encountered and basic 

Issues are manageable on the fog node. They reduce the time of requests for services from the 

handheld device to the internet and manage the massive application successfully, as demonstrated 

in Figure 1. This makes it very evident that fog nodes are just cloud proxies and are not meant to 

take the purpose of cloud services and storage. [9, 10]. 
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Numerous dependent or dependent modules that operate in parallel or sequential order to 

accomplish the goal are components of large-scale applications [12,13].  

The heterogeneous distributed system has a similar issue. The temporal complexity of problem-

solving increases in scenarios where numerous systems operate as modules for a single main 

application and take advantage of distributed computing resources [14]. Many research 

investigations have demonstrated that scheduling algorithms can minimize time; however, this 

system needs a lot of resources, which is not a problem for a distributed system. However, while 

assigning tasks in the computing paradigm, it is important to consider that Cloud services are 

expensive, especially cloud storage [15].  As it has been seen in Figure 2, in fog computing, task 

scheduling aims to cut down on time by making the most use of cloud resources. This study 

examines a distributed computing platform that combines cloud computing and fog for workflow-

oriented applications. The cloud node is extended by fog nodes installed at the gateway and router. 

The reallocation approach reduces task latency by optimizing the fog node's concurrent activity. 

  The structure of this document is as follows. In Section 2, the problem statement is explained. 

The suggested algorithm and the system design are shown in Section 3. The analysis's findings 

and the experimental setting are shown in Section 4. The findings and discussion are presented in 

Section 5, and the conclusion is given in Section 6. 
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ASSESSMENT OF LITERATURE 

A heterogeneous dispersed system functions as distinct modules for a single primary application 

that is concurrently running in multiple places [14,15]. Numerous studies have demonstrated that 

scheduling algorithms can minimize time; however, this system requires a high resource 

allocation, which is not an issue in a distributed system [17]. Depending on the heterogonous 

system, Topcuoglu devised an algorithm with heterogonous finishing early in time. Task 

prioritization and processor selection are its two stages [18]. An approach for the estimated earliest 

finish time was proposed by Barbosa. In order to maintain the optimal cost table, this algorithm 

counts the number of processor and tasks [19]. Additionally, Wang suggested a method for the 

workflow module's time-efficient heterogonous system. This optimization technique is insertion-

based. These methods were only made pan-effective rather than cost-effective when they were 

examined for heterogonous systems [14]. Panda suggested a profit-based job scheduling method 

that cuts down on both time and cloud service usage. It does not, however, take cloud resource 

costs into account [13]. Den utilizes hybrid, private, and public clouds with task scheduling 

algorithms. Each task's priority is set by the deadline restrictions that are specified for each 

application. This algorithm's limitation was its specific service orientation for both private and 

public clouds. Every assignment was given a sub-deadline, which is a novel concept. It gets moved 

from the public to the private cloud based on the deadline. Nevertheless, the trade-off between cost 

and makespan is not addressed in this study [20]. The network itself and its edges, such as routers 

and gateways, have been the focus of numerous recent research projects [21]. Bonomi researched 

the use of fog nodes and their difficulties in cloud integration. The integration of fog computing 

and IoT was also covered in this study [22].  Alsaffar put up a suggested architecture for allocating 
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resources and assigning IoT services. utilizing the virtual machine's capacity, size, time, and 

service request characteristics [23]. Souza investigates the issue of service quality when cloud 

computing is combined with other cloud computing platforms [24]. Simplifying the fog computing 

task's scheduling problem was the focus of several studies. In his research, Zeng put up a design 

for fog computing's resource and time management [25].  An alternative approach put forth by 

Nan uses an adaptive algorithm to make judgments in the fog computing three-tier architecture, 

and it operates on average time [26]. Nevertheless, fog-based research did not consider the 

workflow model applications. The application of process models is taken into consideration with 

fog cloud integration in the suggested study[27,28]. To maximize the compromise between 

makespan & resource cost, a heuristic technique is recommended taking into account the workflow 

architecture & deadline constraints [29]. 

Problem Analysis 

Fog nodes usually process information more slowly than cloud services because fog nodes lack 

the RAM, storage, and computational power typical of the cloud. On the other hand, because cloud 

resources are expensive, transferring an assignment to the cloud node produces in a greater 

resource cost. As a result, an unmanaged job assignment method degrades fog-cloud infrastructure 

performance. 

Analysis of task scheduling model 

An extensive application using a process architecture is demonstrated Figure 3. To reduce reliance 

on a single module, a task of this type is broken out into multiple modules rather than just one. 

Nevertheless, in a dependent job, parallel programming could be impacted by user-defined inputs 

or the dependence of one module on the result of another. 

To keep the application's temporal complexity manageable, many processors are tasked with 

handling it. This results in an increase in resource costs, which is reasonable for some application 

infrastructures. However, because cloud computing involves expensive resources, to reduce the 

cost of cloud utilization, a fixed processor count is used. 
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An adaptive technique that assigns send an assignment to the processing in a manner that will cut 

down on the amount of time needed to create output that is needed to manage both of these 

challenges at the same time. An illustration of the problem with task scheduling seen in Figure 3 

 is shown in Figure 4. Processors are assigned a task via the scheduling mechanism. Figure 4 

illustrates how this method distributes a job based on the processor's availability and priority. This 

method significantly reduces the amount of time that each activity takes to execute in parallel. 

Goal and objective 

To lower resource costs at the fog-cloud level, this research schedules every activity in the 

application pool based on processing unit availability. This study aims to:  

a)Manage tasks at fog and cloud nodes based on their respective tasks. As cloud nodes offer 

processing power and storage, fog nodes benefit from bandwidth.  

b) Arrange the tasks to utilize the processing unit best.  

c) preserve task execution time and enhance system performance,  create a fog broker task 

reassignment strategy for user-based deadline constraints.   
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Problem model 

Task models and processor models make up the formulation of the job scheduling problem. To 

explain how the system is now implemented make assumptions about how things should be done 

when interacting with the application. The problem model is illustrated in Figure 5. 

 

Figure5.illustrated of problem model[28] 
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METHOD 

Three layers make up the architecture of fog computing [15]. Figure 6 illustrates this. IoT devices, 

fog computing, and cloud computing comprise the three levels. IoT devices make up the last layer. 

The layer in between is called the fog network. Fog computing is a middleman using cloud 

networks and Internet of Things devices. Fog computing uses the network's edge to give IoT 

devices quick access. It is positioned close to the application or end device. When using fog 

computing, all requests are routed by a fog node and fog servers that are situated locally at the 

network's edge rather than being sent to the cloud. The fog server functions as a cache for the user 

by locally storing frequently accessed data and retrieving it upon request. This allows the fog node 

to handle common and easy-to-solve issues. 

 

Task scheduling model 

To efficiently execute fog computing task scheduling, the phases of task prioritization, the fog 

computing scheduling process includes node selection and task reassignment. The clouded 

computing job scheduling paradigm is shown in Figure 7. The suggested method generates and 

carries out a schedule according to the task graph's set of vertices and edges, as well as the 

processing pool's capacity. The timetable in place ensures that the total amount of time needed 

since the set of jobs is designed to minimize execution time and optimizes cloud computing 

resource management in terms of cost. The suggested task scheduling model consists of three 

primary components: job reassignment, node selection phase, and task prioritizing. Every task has 

a priority that is determined during the task prioritization phase. The task's orientation and 

placement within the process, as well as the data included in Task priority, is determined by 

application storage and data query.  
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Task prioritization 

Every task has a priority that is determined during the task prioritization phase. The priority of a 

job is determined by its direction and position within the workflow, as well as by the information 

found in data queries and application storage. This receives a score and is ranked higher. This 

might depend on how far the vertices are from the application's output. This examined the 

computation time at every vertex as well. Each node's priority in the task graph is determined by: 

 

The location's priority value for the vertices is P(vi) in this equation. The computation time for that 

work is defined by Wi, while the communication delay between nodes I and J is denoted by C. 

Since the value of P(vj) for the first node is 0, the distance is also 0. On the other hand, this function 

computes that there are n nodes in each node, which is a priority value of n.    

 

A phase of node selection 

In the node selection step phase, a job is assigned to a node based on processor availability and 

priority. An assigned cloud node or fog level processing is used for the task if the required 

processing power is available at fog nodes. Each task in the pool only begins to run when all of its 

prior dependent job is finished. Data transfer time is the amount of time needed to finish all of its 

earlier dependent processes. The amount of time needed to send data between nodes is called 

communication time. The access time needed to gather all of the data from the application storage 

is the basis for the ready time. The task scheduler is ready to send jobs to the processor after 

analyzing this time. This phase's computed time is regarded as the ultimate optimum time needed 

(1) 
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to complete each task found in the application pool. The entire work assignment schedule is the 

product of this phase. 

The paper proposes an efficient approach for scheduling tasks and users algorithms, created 

especially for fog computing settings. It also contrasts the performance of this suggested algorithm 

with that of other scheduling algorithms that are currently in use, such as the Min-Min, Cost-

Conscious, and Heterogeneous Early Complete-Time algorithms. 

Pseudocode will cover the main steps for our scheduling algorithm: 

Input: 

 A list of tasks, each with computation requirements, delay constraints, and priority. 

 A list of fog nodes, each with available resources and cost per unit of resource 

consumption. 

Output: 

 A mapping of tasks to fog nodes that minimizes the total cost. 

Algorithm:  Initialize total cost to 0 

Create a list to store task-to-fog node mappings 

Sort tasks by priority and delay constraints (higher priority tasks first) 

Sort fog nodes by cost (lowest cost first) 

For each task in the sorted list: 

    For each fog node in the sorted list: 

        If the fog node can accommodate the task (based on resources and delay): 

            Assign the task to the fog node 

            Update the fog node's available resources 

            Calculate the cost of assigning this task 

            Add the cost to the total cost 

            Add the task-to-fog node mapping to the list 

            Break the inner loop (move to the next task) 
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        End If 

    End For 

End For 

Output the task-to-fog node mappings and total cost 

Experimental analysis 

For every scheduling strategy, a simulated environment and processing power with constant 

network connectivity are offered. The analysis's result is given as a quantity that allows for 

contrast. The main goal of the analysis is to compare the execution time, resources cost, or trade-

off between cloud and fog computing. The developed greedy method for resource optimization 

for costs in a fog clouds scenario is compared. To maximize the resource cost, the reassignment 

scheme's accuracy is evaluated using a variety of deadline restrictions on the application that the 

user defines. 

Analytical experimentation 

The time complexity and resource cost of the suggested method are quantified to assess its 

performance. The suggested system was contrasted with different scheduling methods covered in 

the literature review. In this study, the simulation environment was used to evaluate performance. 

Because fog nodes are located close to Internet of Things devices, their bandwidth is higher than 

that of cloud nodes, despite their lower processing rate. 

Evaluation of resource costs and execution time 

To decrease performing time in IoT and cloud settings, fog nodes are introduced. When fog nodes 

are used, the only things needed for high computations to reduce task execution time are cloud 

services, proxy processing and fog-based cache memory. The resource consumption, 

communication time, and job completion time regardless of the fog computing layer are compared 

in this section. Figure 8 compares the times it takes to complete jobs, communicate with others, 

and use resources at fog clusters versus the cloud to highlight the suggested work contribution. A 

comparison between the fog computing layer's and the job execution time is shown in Figure 8(a). 

To assess the cost of resources, a simulation environment is provided. Four applications with 

varied instruction set lengths are examined under identical conditions, in addition to and instead 

of the clouded computing layer. By raising the cost element, this comparison seeks to raise the 

caliber of fog computing services. The normalized cloud cost value was utilized in this study; it 

was not employed in the research's section on cloud usage costs. For a fair and timely comparison, 

mailto:info@journalofbabylon.com
mailto:jub@itnet.uobabylon.edu.iq
mailto:jub@itnet.uobabylon.edu.iq
https://www.journalofbabylon.com/index.php/JUB/issue/archive
https://www.journalofbabylon.com/index.php/JUB/issue/archive


Article 
JOURNAL OF UNIVERSITY OF BABYLON 

For Pure and Applied Sciences (JUBPAS)  

Vol.32; No.3.| 2024  

 

Page | 294 

ــم
ج

جلــة 
ــــ

امعة ب
ـ

ل للعلــ
ـابــ

ــــــ
ص

وم ال
ـــ

ط
رفــة والت

ــ
بيقي

ــ
 ة

ــم
ج

جلــة 
ـــــ

امعة بـ
ــ

ل للعلـ
ـابــ

ـ
ص

وم ال
ـــ

ط
رفــة والت

ــ
بيقي

ــ
 ة

ـم
جلــة 

ج
ـــ

امعة بـ
ـ

ل للعلـ
ـابــ

ــ
ص

وم ال
ـ

ط
رفــة والت

ـــــــ
بيقي

ــ
 ة

 
in

fo
@

jo
u

rn
al

o
fb

ab
yl

o
n

.c
o

m
   

|  
 ju

b
@

it
n

e
t.

u
o

b
ab

yl
o

n
.e

d
u

.iq
 | 

w
w

w
.jo

u
rn

al
o

fb
ab

yl
o

n
.c

o
m

   
   

IS
S

N
: 2

31
2-

8
13

5 
 | 

 P
ri

n
t 

IS
S

N
: 1

9
9

2-
0

6
52

 

additional resource costs at fog nodes are taken into account in addition to cloud prices. A 

workflow-based application's resource costs are shown in Figure 8(b). 

 

 

 

Figure 8 compares the amount of time needed to complete tasks, communicate with others, and 

use resources. It shows the differences in (a) execution time for both cloud and cloud computing 

and (b) the cost of resources. 

In this comparison, the costs associated with storage, processing on cloud nodes, processing on 

fog nodes, and connectivity are taken into account. It has been noted that leveraging the locally 

available storage at the fog node offsets storage expenses in fog computing. The fog node's 

computational processing power allows it to process tiny jobs at the fog layer in addition to storage. 

 

Scheduling method and the suggested algorithm 

The time complexity and resource cost of the suggested method are quantified to assess its 

performance. Different scheduling strategies were compared to the suggested approach for 

comparison. Either a cost-conscious or a min algorithm was employed in this early multivariate 

complete-time method. Figure 9 illustrates the suggested contribution by contrasting the cost and 

execution time of the recommended algorithm with those of a full-time early approach and min-

algorithm. The contrast between the suggested method's execution duration to that of the Figure 

9(a) displays the min-min, cost-conscious, and heterogeneous early complete-time algorithms. 

Each of them maintains the same simulation environment, and performance is assessed for various 

applications with varying task counts. We examine the execution times of the min-min algorithm, 
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the diverse early complete-time technique and the cost-conscious algorithm for tasks with lengths 

of 30, 60, 90, and 120. It was found that in all four scenarios, the cost conscious algorithm takes 

the longest to execute. Conversely, the heterogeneous early complete-time algorithm has the 

shortest execution time. The suggested system consistently trails behind the heterogeneous method 

by 5 to 10%, even though the execution times there were many similarities between the diverse 

early complete-time method and the proposed approach. comparison of resource costs is just as 

significant as the comparison of execution times. The resource costs needed for the proposed 

method the comparison of the accurate, cost-aware, and heterogeneous full-time algorithms is 

shown in Figure 9(b). In applications with task lengths of 30, 60, 90, and 120, the resource costs 

of the min-min algorithm, A comparison is made between the economic algorithm and the initial 

complete-time algorithm, which is a heterogeneous, each of the four scenarios, it was found that 

the heterogeneous early completion algorithm had the highest cost resources. However, the 

algorithm that considers costs had the lowest cost of resources. The resource costs of the proposed 

algorithm are very close to those of the first complete-time algorithm that is diverse; nonetheless, 

the suggested system slows constantly 1% to 2% the heterogeneous algorithm's motivation.  

 

Figure 9 shows how the suggested method compares in comparison to a min-min algorithm, a cost-

conscious method, and an early complete-time method in both in terms of cost and implementation 

time. Comparisons of resource costs and (a) execution times 

Examination of deadline restrictions set by the user 

The user sets limits and an advance date to guarantee the conclusion of the present application, 

thus the effectiveness analysis of the recommended system was contrasted with the suggested 

method without having to account for the data supplied by the user. The user sets deadline 

restrictions to preserve the caliber of services. Figure 10 shows the value of the work suggested by 

comparing the cost and execution time of the system algorithm while taking into consideration the 

user-specified deadline. A comparison of the suggested system's and algorithm's execution times 

without accounting for the user-specified deadline is shown in Figure 10(a). The algorithm that 
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performs better in the deadline constraint is shown in Figure 10(b).

 

RESULTS AND DISCUSSION 

By offering extremely users and task scheduling that is more economical while maintaining 

performance metrics, the suggested algorithm performs better than the current ones. It     

accomplishes this by making the fog node's concurrent tasks more efficient, which eventually 

reduces task delays and boosts system performance .To keep service quality high, user-defined 

deadline limits are implemented. The order of tasks is determined by various factors, including 

application storage, data query information, and task workflow. To ensure effective task allocation 

and completion, the priority of each task is set based on variables such as the distance between 

vertices the application output, and the computation time at each vertex. 

 

CONCLUSION 

The performance of several scheduling algorithms, such as the min-min, cost-conscious, and 

heterogeneous early complete-time algorithms, was constructed for comparison's sake. the early 

complete-time algorithm used a lot of resources. The resource cost for the Cost-Conscious method 

decreased significantly and was roughly equal to that of the suggested algorithm. Lastly, a 

comparison of the suggested system's re-assignment procedures is made. 
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 الخلاصة

  
تهدف هذه الدراسة إلى تقليل تكاليف السحابة  , (IoT) هذا النظام من عقدة التحكم في الضباب وعقدة الوصول وتطبيق إنترنت الأشياءيتكون 

 المرتبطة بالجدولة.  يتم تنفيذ طريقة جدولة المستخدم والمهمة الاقتصادية لهذا السبب. تم إنشاء خوارزمية جدولة الوظائف لتحديد أفضل
ة للتعامل مع العديد من الوظائف في عقدة وصول الضباب. تعمل تقنية إعادة التخصيص في النهاية على تقليل التأخير في كل استراتيجي

مة من الوقت والخدمة. للأهداف التحليلية، تم إجراء عمليات محاكاة مكثفة وتمت مقارنة مقاييس الأداء بتلك الخاصة بالطرق الأخرى المستخد
ف أن التقنية المقترحة تقلل من زمن انتقال المهمة وتوفر فعالية من حيث التكلفة من خلال تحسين القدرة المتزامنة في عقدة حاليًا. تم اكتشا

 .الضباب والمستخدمين وجدولة المهام مع إحصائيات الأداء المحسنة التي جعلت ذلك ممكنًا
 :المواد والطرق 

ثلاثية الطبقات تتكون من أجهزة إنترنت الأشياء، والحوسبة الضبابية، والحوسبة السحابية. تقع يتناول البحث الحوسبة الضبابية، وهي بنية 
، مما يوفر وصولًا سريعًا إلى هذه الأجهزة ومعالجة الحوسبة محليًا (IoT) طبقة الحوسبة الضبابية بين شبكات السحابة وأجهزة إنترنت الأشياء

 .على حافة الشبكة
 :النتائج

على تقليل تكاليف السحابة في الجدولة. على الرغم من أن النظام المقترح أظهر العديد من أوجه التشابه في أوقات التنفيذ يركز البحث 
 .٪10إلى  5مقارنة بطريقة وقت الإكمال المبكر المتنوعة، إلا أنه يتخلف باستمرار عن الطريقة غير المتجانسة بنسبة 

 :الخلاصة
(. يتم تنفيذ خوارزمية جدولة تعتمد على المستخدم وتخصيص IoTكاليف جدولة السحابة لأجهزة إنترنت الأشياء )يهدف هذا البحث إلى تقليل ت

 المهام الاقتصادي. يوصى باستراتيجية قائمة على القيود ومحددة من قبل المستخدم.
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