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ABSTRACT 
Background: 

Educational systems are increasingly leveraging analytic methods to improve student academic quality. 

Predicting student performance is an important area using data mining and machine learning can offers 

significant insights. This study emphasizes the potential of machine learning in environments by providing 

information for data-driven interventions aimed at improving student outcomes and supporting educational 

strategies. 

Materials and Methods: 

This initial processing phase guarantees model suitability. The second phase forward for training step using 

classifiers, like Logistic Regression Decision Tree Random Forest Support Vector Machine (SVM), K. 

Nearest Neighbors (KNN) and Naive Bayes.   

Results: 

The student results are obtained and tested using six classification models; Logistic Regression came on 

top with 99% accuracy; followed by SVM and K nearest Neighbors at 99%; Random Forest performed at 

98%; Decision Tree, at 97%; and Naive Bayes, at 96%. The results of accuracy and recall scores showed 

that the models performed well, with logistic regression and k-nearest neighbors achieving around 100% 

perfect rates. The results of heat maps for the confusion matrix for the performance comparison reveal the 

effectiveness of ensemble and margin-based classifiers in this task.  

Conclusions: 

The results highlight how machine learning can help schools make decisions on student support and 

anticipate student needs effectively. For future work, the proposed work will consider metrics like behavior 

and engagement data and updating models consistently to improve accuracy for better student performance. 

Keywords: Educational Data Mining (EDM), Decision Tree, SVM, KNN and Naive Bayes. 
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INTRODUCTION 

Forecasting student performance is one of the aspects of Educational Data Mining (EDM), 

which may positively or negatively affect educational curricula, resource allocation, and support 

systems. Educational institutions aim to improve learning outcomes and identify students who may 

be performing poorly or failing to meet expectations, enabling timely interventions and 

personalized assistance. Machine learning and data analysis techniques are important tools for 

analyzing information and building predictive models to rank students based on their performance, 

identifying critical factors affecting their academic success. Data exploration is part of this field, 

where analytical and statistical methods and machine learning frameworks are combined to 

uncover valuable insights from educational datasets. 

This area has received great attention in educational institutions, where huge amounts of 

data on student progress and performance are collected. By analyzing this data using data mining 

techniques, teachers can detect patterns in students learning behavior, identify areas that need 

improvement, and make informed decisions. Student performance research in educational data 

mining can also help identify students who may need support and allow interventions to improve 

learning outcomes and experiences [1-4].  

The effectiveness of machine learning in data mining models depends on the algorithms chosen 

and the detailed of data preparation as shown in figure (1). Six classification algorithms; Logistic 

Regression, Decision Tree, Random Forest, Support Vector Machine (SVM) K Nearest Neighbors 

and Naive Bayes are implemented to predict student behavior in this work. These algorithms bring 

advantages when it comes to handling classification tasks. For example, Random Forest is 

recognized for its resilience and capability to manage data patterns that're nonlinear. Support 

Vector Machines deals with high dimensional environments by establishing clear boundaries 

between categories. Logistic Regression produces results that can be easily interpreted and is 

commonly employed as a benchmark in binary classification tasks. Decision Trees offer clarity in 

model decision making despite a tendency to overfitting which makes them valuable particularly, 

in educational contexts. The KNN method is non parametric, which depends on similarity 

measures which work well for datasets that emphasize patterns importance and in contrast NB 

relies on principles it is computationally efficient and appropriate for text or categorical datasets 

[5-8].  

 

 

Figure 1: Data Mining Steps and Model Evaluation [9]    
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In this work, the dataset that includes information, about students’ backgrounds and academic 

performance such as gender, parental education level, lunch type, test preparation course 

enrollment and scores, in math, reading and writing, is tested. The goal was to predict students’ 

achievement levels using this data to help improve strategies. We created a performance 

classification variable by averaging each students scores in the three subjects (math, reading and 

writing). Students who scored above a threshold value were categorized as " high " while those 

who scored threshold were referred to as "low" using the machine learning.  This distinction helps 

in conducting targeted evaluations. Machine learning techniques help in distinguishing between 

student who excel well and those who need additional guidance and assistance. In the model 

performance, the metrics, like accuracy along with precision and recall scores, are obtained for 

gauging the models results in distinguishing between low and high score accurately. Confusion 

matrices, for each model to show the breakdown of positives and negatives is created. Data 

visualization methods, alongside metrics to showcase the findings in a way that’s easy to 

understand and interpret by creating a grouped bar graph to compare how accurate and precise 

each model performed by looking at their recall and F1 scores [10-11].  

 

RELATED WORK 

In Ref. [12] in (2019) explores the application of educational data mining (EDM) 

techniques to improve accuracy in predicting student outcomes within a university course setting. 

By utilizing classification models—Naïve Bayes, Logistic Regression, k-Nearest Neighbors, and 

Random Forest. The study evaluated predictive models based on student engagement data from an 

interactive educational tool (Xorro-Q). The results indicate that the Random Forest outperformed 

other algorithms yielding the highest accuracy especially when combined with process mining 

(PM) features derived from student participation patterns. While the study demonstrated increased 

prediction accuracy, it acknowledged limitations related to data from a single course and lack of 

demographic variables. Future research could expand these findings by incorporating a broader 

dataset and additional student characteristics to enhance model robustness and applicability across 

varied educational contexts  

The Ref. [13] in (2021) conducted an examination of how data mining and learning analytics are 

applied to forecast student performance in higher education by using machine learning methods 

like supervised learning and neural networks to predict grades and course completion outcomes 

effectively. The study classifies predictors into two categories; factors such as academic 

performance and nonacademic factors. One of the issues identified is the inconsistency, in models 

due to differences in how data gathered and the educational settings involved which make it 

challenging to compare studies effectively. The authors suggest that future studies should validate 

models using various datasets and environments while highlighting the need for interpretability to 

generate practical insights that can help.  

In Ref. [14] (2021) investigated how Artificial Neural Networks (ANNs) are used to analyze 

education student information. They obtained that ANNs play a role in Educational Data Mining 

(EDM) helpful for predicting success and guiding personalized learning experiences for students. 
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The study highlights the significance of ANNs in developing models facilitating learning 

procedures and enhancing cost efficiency in handling data. Nevertheless, the research also points 

out difficulty in putting ideas into action, like limitations in hardware, difficulties in training and 

accuracy problems. After analyzing 190 articles the authors highlight the importance of developing 

economical methods to boost the predictive precision of artificial neural networks (ANN). 

Potential areas for study involve concentrating on enhancing model efficiency to raise the 

effectiveness of ANN in analysis personalized learning approaches and student performance which 

leading to sustainable progress in higher education.  

IN (2022) in [9] reviewed machine learning approaches for predicting student academic 

performance in higher education. Their research found that ensemble methods, especially Random 

Forest, consistently achieved high predictive accuracy due to their ability to manage complex 

educational data structures. Demographic and prior academic information were significant 

predictors of student outcomes, and incorporating behavioral data further for improving 

predictions. Remarkably, the impact of admission criteria on predictive accuracy remains 

uncertain, suggesting a need for further study in this area. The authors highlight that interpretability 

and accuracy are crucial for educational models, as actionable insights can support interventions 

for student performance. Following Alwarthan et al., our study also evaluates multiple classifiers, 

including Logistic Regression and Support Vector Machine, to assess their effectiveness in real-

world educational settings. Overall, these findings highlight the importance of diverse predictors 

and model transparency for enhancing student success . 

In [15] proposed a technique to predict student exam outcomes by combining support vector 

machines (SVM), artificial neural networks (ANN), and teaching learning-based optimization 

(TLBO). This innovative method enhances the accuracy of forecasting results by selecting 

attributes and optimizing the ANN configuration based on the dataset from Open University 

encompassing engagement aspects. The results show that the Support Vector Machine (SVM), 

when combined with an ANN, demonstrated accuracy in classification based on input variables, 

while the Support Vector Regression (SVR) strength lay in regression tasks performance 

excellence was noted during the study into its effects, where consistent assessment scores and 

active participation showed a correlation with final exam outcomes this approach offers insights 

to improve student achievement Click or tap here to enter text..   

The survey paper in [16] , there was an overview of 80 studies conducted between 2016 and 2021 

in the field of educational data mining (EDM). These studies primarily revolved around forecasting 

student achievements through methodologies and approaches in modeling that comprise data 

gathering stages to assessment metrics—the phases being data collection prep work modeling 

development and the final evaluation process. It also categorizes different EDM techniques, 

compares their advantages and disadvantages, and underscores key factors such as demographic 

information, educational background, and levels of student engagement. In addition, the point 

made by the writers about the difficulties they face, like standardizing data and making predictive 

models more understandable due to data availability, in their studies findings emphasizes the 

necessity for notch standardized data and more sophisticated refining methods they propose for 

mailto:info@journalofbabylon.com
mailto:jub@itnet.uobabylon.edu.iq
mailto:jub@itnet.uobabylon.edu.iq
https://www.journalofbabylon.com/index.php/JUB/issue/archive
https://www.journalofbabylon.com/index.php/JUB/issue/archive


 
Vol.33; No.1.| 2025 

 

Page | 23 

م
ــــــ

ج
جلــة 

ـــــــ
امعة بـ

ـــــــ
ل للعلــ

ـابــ
ــــــ

ص
وم ال

ــــــ
ط

رفــة والت
ـــــــ

بيقي
ــ

 ة
م

ــــــ
ج

جلــة 
ـــــــ

امعة بـ
ـــــــ

ل للعلـ
ـابــ

ـ
ــــــ

ص
وم ال

ــــــ
ط

رفــة والت
ـــــــ

بيقي
ــ

 ة
م

ــــــ
ج

جلــة 
ـــــــ

امعة بـ
ـــــــ

ـاب
ل 

ــ

للعلــ
ــــ

ــ
ص

وم ال
ــــــ

ط
رفــة والت

ـــــــ
بيقي

ــ
 ة

 

in
fo

@
jo

u
rn

al
o

fb
ab

yl
o

n
.c

o
m

   
|  

 ju
b

@
it

n
e

t.
u

o
b

ab
yl

o
n

.e
d

u
.iq

 | 
w

w
w

.jo
u

rn
al

o
fb

ab
yl

o
n

.c
o

m
   

   
   

   
   

IS
S

N
: 2

31
2-

8
13

5 
 | 

 P
ri

n
t 

IS
S

N
: 1

9
9

2-
0

6
52

 

future research directions to center on enhancing model clarity and refining features by combining 

insights from education and cognitive science fields for better interpretability purposes. 

In Ref. [17] titled " Identification of Students at Risk of Low Performance by Combining Rule-

Based Models, Enhanced Machine Learning, and Knowledge Graph Techniques" published in 

2023, sheds light on a method to recognize and assist students who are facing challenges with their 

performance efficiently by integrating rule-based models with machine learning algorithms and 

knowledge graphs. The framework has four goals: spotting students who may need help early on 

in their academic journey, offering timely support by utilizing graph-based neural networks to 

enhance prediction accuracy, and refining personalized learning strategies based on demographic 

and academic data analysis using explainable machine learning techniques to better predict 

outcomes and provide clear explanations for the decisions made to improve student performance 

through customized support strategies in real-world educational settings Click or tap here to enter 

text..   

The paper in [18] research explores a hybrid machine-learning approach to predicting student 

academic success. This study uses the CATboost classifier, Victoria Amazonica optimization 

(VAO), and artificial rabbit optimization (ARO) to enhance the accuracy of the model. By 

analyzing a dataset of 649 students, the researchers divided the data into training and test groups 

and found that the VAO model achieved an accuracy of about 6% higher than ARO. Evaluation 

measures, including accuracy, tuning, recall, and score F1, showed that the VAO model accurately 

rated 606 students, superior to other models in predictive ability. These results emphasize the 

potential of hybrid models in educational data mining, which offer useful tools for educators to 

identify at-risk students and improve academic interventions Click or tap here to enter text..  

In [19] comprehensively review machine learning algorithms for predicting student success. 

Analyzing five algorithms—Random Forest, Support Vector Machine (SVM), Decision Tree, 

Logistic Regression, and K-Nearest Neighbor. The study found that Random Forest performed 

best, achieving a G-Mean of 0.9243 and an accuracy of 85.42%. The paper emphasizes the 

importance of sensitivity and balanced specificity in predictions, especially for identifying at-risk 

students. Key predictors included demographic and behavioral data, such as session resource 

sharing. The authors discuss challenges such as data standardization and model interpretability and 

call for further improvement to improve the applicability of machine learning in diverse 

educational contexts [19] 

In [20] evaluated the effectiveness of four popular machine-learning algorithms: C4.5 Decision 

Tree, Multilayer Perceptron (MLP), Naïve Bayes (NB), and Random Forest (RF) in predicting 

student success. Using a dataset from secondary schools in Ghana, it was found that Naive Bayes 

was the best performer overall, especially in reduced datasets. The random forest also showed high 

accuracy, while MLP had the longest runtime and lower accuracy. The results suggest that Naive 

Bayes may be an ideal choice for educational data mining tasks that focus on student performance 

and support data-driven interventions to help at-risk students.  
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SYSTEM MODEL 

The method outlined offers an organized strategy for predicting student achievements through 

the use of machine learning methods. It commences with data preparation wherein raw data is 

refined and modified to fed for machine learning models. Demographic details and other 

categorical attributes are encoded using Label Encoding to transform them into values that can be 

effectively processed by machine learning algorithms. This initial processing phase guarantees 

model suitability. The second phase forward for training step using classifiers, like Logistic 

Regression Decision Tree Random Forest Support Vector Machine (SVM) K. Nearest Neighbors 

(KNN) and Naive Bayes. Decision Trees captures relationships in a way that's easy for humans to 

interpret. Random Forests enhance accuracy and reliability by combining decision trees. SVM 

works well with data that has distinct class separations. KNN uses similarity measures for grouping 

data into classes. Naive Bayes offers efficiency with its assumptions. Using a variety of algorithms 

in this approach able to evaluate model’s capabilities in predicting student performance[21-22] .  

The training process for each model is assessed using test dataset to measure how well it 

predicts student outcomes accurately and reliably. For an evaluation of each classifier’s 

performance accuracy, precision, recall, and F-scores are calculated from the confusion matrix. 

Accuracy gives an indication of the classifier’s correctness in its predictions whereas precision and 

recall provide an understanding of how the model can correctly identify high performing students. 

The f-score balances between precision and recall by encompassing both positives and false 

negatives in a metric. These measurements provide an insight into the strengths and weaknesses 

of each classifier to guarantee that the chosen model excels in accurately investigating students 

who may be low or high achievement. The main methodology steps are illustrated in figure (2). 

 

Figure 2: The main steps of the Student Performance Methodology 
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The pseudo code is illustrated in algorithm (1) to predict student performance.  

 

Algorithm 1 : Pseudocode for Predicting Student Performance Using Machine Learning 

 

BEGIN 

# Step 1: Load Data 

1. LOAD data from 'StudentsPerformance.csv' 

# Step 2: Data Preprocessing 

2. CALCULATE 'average_score' as mean of 'math score', 'reading score', 'writing score' 

3. DEFINE 'performance' based on 'average_score' (IF average_score >= 70 THEN 'high' 

ELSE 'low') 

4. ENCODE categorical features (e.g., gender, parental level of education) 

# Step 3: Split Data 

5. SET X as features (all columns except 'performance') 

6. SET y as target (column 'performance') 

7. SPLIT data into training set (X_train, y_train) and test set (X_test, y_test) with 80-20 

ratio 

# Step 4: Initialize Classifiers 

INITIALIZE classifiers:  

8. Logistic Regression 

9. Decision Tree 

10. Random Forest 

11. Support Vector Machine (SVM) 

12. K-Nearest Neighbors (KNN) 

13. Naive Bayes 

# Step 5: Train, Predict, and Evaluate Each Classifier 

14. FOR each classifier in classifiers: 

15. TRAIN classifier on (X_train, y_train) 

16. PREDICT y_pred using classifier on X_test 

    # Calculate Evaluation Metrics 

17.     accuracy = CALCULATE accuracy_score(y_test, y_pred) 

18.     precision = CALCULATE precision_score(y_test, y_pred) 

19.     recall = CALCULATE recall_score(y_test, y_pred) 

20.     f1_score = CALCULATE f1_score(y_test, y_pred) 

21. PRINT classifier name and its metrics (accuracy, precision, recall, F1 score) 

    # Confusion Matrix Visualization 

22.     GENERATE confusion matrix for y_test vs y_pred 

23.     DISPLAY confusion matrix heatmap 

24. END FOR 

# Step 6: Results Visualization 

25. CREATE bar chart for metrics (accuracy, precision, recall, F1 score) across all classifiers 

26. DISPLAY bar chart 

END 
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SIMULATION RESULTS AND DISCUSSION 

The study results offer an analysis of the performance for six machine learning models. Logistic 

Regression Decision Trees, Random Forests, Support Vector Machines (SVM) K. Nearest 

Neighbors (KNN) and Naive Bayes. The dataset was download from Kaggle website that made 

marks secure by different subjects. The dataset consists of many attributes as in table (1) for 1000 

student [23].  

Table 1: The main attributes of Student performance dataset 

No. Attribute Name Description 

1 Gender male/female 

2 race/ethnicity group A, B, C, D, and E 

3 parental level of education High school, some college, bachelor's degree, 

, master's degree, associate's degree,  

4 Lunch 

 

Free/ reduce or standard  

5 test preparation course Completed / none  

6 Scores  Math/ reading / writing  

Table (2) shows the snapshot of the original dataset for the student performance which consist of 

1000 rows and 8 columns.  
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Table (2): Example of Student Performance Dataset  

gender race/ethnicity 

parental 

level of 

education 

lunch 

test 

preparation 

course 

math 

score 

reading 

score 

writing 

score 

female group B bachelor's 

degree 

standard none 72 72 74 

female group C some college standard completed 69 90 88 

female group B master's 

degree 

standard none 90 95 93 

male group A associate's 

degree 

free/reduced none 47 57 44 

male group C some college standard none 76 78 75 

female group B associate's 

degree 

standard none 71 83 78 

female group B some college standard completed 88 95 92 

male group B some college free/reduced none 40 43 39 

male group D high school free/reduced completed 64 64 67 

female group B high school free/reduced none 38 60 50 

male group C associate's 

degree 

standard none 58 54 52 

male group D associate's 

degree 

standard none 40 52 43 

female group B high school standard none 65 81 73 

male group A some college standard completed 78 72 70 

female group A master's 

degree 

standard none 50 53 58 

female group C some high 

school 

standard none 69 75 78 

male group C high school standard none 88 89 86 

female group B some high 

school 

free/reduced none 18 32 28 

male group C master's 

degree 

free/reduced completed 46 42 46 

female group C associate's 

degree 

free/reduced none 54 58 61 

male group D high school standard none 66 69 63 

female group B some college free/reduced completed 65 75 70 

The proposed system is evaluated using four metirce accuary, precision, recall and F1 score. The 

accuracy is defined by the following formula to measure the proportion of correctly classified 

instances ( true positive and true negative ) out of the total instances.  
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Accuracy= 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
…(1) 

While TP is True Positivem TN is True Negative, FP is False Positive, and FN is False Negative. 

The precision is defined in formula (2) to measure the proportion of correctly true positive out of 

all predicted positive instances. High value indicates a low false positive rate  

Precision= 
𝑇𝑃

𝑇𝑃+𝐹𝑃
…(2) 

Recall is defined in formula (3) to measure the proportion of correctly true positive out of all actual 

positive instances. High value indicates the model capture the actual positives.  

Recall= 
𝑇𝑃

𝑇𝑃+𝐹𝑁
…(3) 

F1 score is a balance between the precision and recall, which is defined in the formula (4). F1-

score between 0 and 1, where 1 indicate perfect precision and recall.  

F1-Score= 2. 
𝑃𝑟𝑒𝑐𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
…(3) 

 

When it comes to predicting student performance, The models were evaluated using four metrics: 

accuracy, precision, recall and F 1 score. These metrics provide insights, into the strengths and 

weaknesses for each model helping determine, which ones are most effective and it distinguishing 

between low/ how performing students using 80% training and 20% testing . Logistic Regression 

achieves high accuracy rate of 99.50%, precision rate of 99.10%, recall rate of 100.00%, and an 

F1 score of 99.55%. These statistics suggest that Logistic Regression not did well overall but 

showed great consistency in recognizing both high and low achievers effectively. The precision 

score of 99.10 % indicates that all students identified as performers were truly high achievers 

compared with rate of misclassification. Moreover, the perfect recall rate of 100% demonstrates 

that Logistic Regression effectively recognized all achievers without missing any top performing 

students. The impressive F1 score of 99.55 % highlights the model’s ability to balance, between 

precision and recall making it a reliable option for environments. Furthermore, its interpretability 

provides insight by helping educators identify which factors have the significant impact, on 

predictions. Figure (3) shows the main confusion matrix for logistic regression  
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Figure 3: Logistic regression confusion matrix 

 

The Decision Tree classifier may not be as exact as Logistic Regression. Still brought results with 

97% accuracy and impressive scores across for precision of (96%), recall (98%), and F1 score of 

(97%). Its interpretability also proves beneficial, for educators looking to understand how certain 

factors impact student performance. Even though the Decision Trees accuracy is a bit lower, than 

that of Logistic Regression its precision and recall scores are quite impressive showing its ability 

to performer students accurately. Yet, the Decision Trees inclination excels in handling nonlinear 

connections with more effectively. Figure (4) shows the main confusion matrix for decision tree  

                             

Figure 4: Decision Tree confusion matrix 
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Random Forest also showed performance, with an accuracy of 98%, precision of 99%, recall of 

97%, and F1 score of 98%. Random Forest is created as a model to improve its capacity, in 

capturing complex data patterns and preventing overfitting issues efficiently. The remarkable 

precision score (99%) signifies its proficiency in recognizing performers while minimizing the 

occurrence of false positives and ensuring that resources are directed towards students who are 

genuinely excelling in their academics. The small decrease in accuracy (97.27%) in comparison to 

Logistic Regression indicates that even though the results of Random Forest is overall, it may 

mistakenly categorize some students as low achieves. . Howeverc, its rounded F₁ score (98.17%) 

which comes to understand the impact of particular features. Figure (5) shows the main confusion 

matrix for random forest.  

                       

Figure 5: Random Forest confusion matrix 

 

The Support Vector Machine (SVM) achieves an accuracy of 99%, a precision of 98%, a recall of 

100%, and an F1 score of 99%. The high precision of recall scores of the SVM show its strength 

in recognizing performers without missing any students in the process for student support 

initiatives. The models impressive F1 score of 99% indicates its reliability by balancing  between 

accuracy and completeness. SVM models may lack transparency compared with decision trees or 

logistic regression models which might limit their utility for educators seeking clarity. Figure (6) 

shows the main confusion matrix for Support Vector Machine.  
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Figure 6: Support Vector Machine confusion matrix 

The K neighbors (KNN) algorithm also demonstrated results with an accuracy rate of 99%, 

precision of 99%, recall of 99%, and F1 score of 99%. The balanced metrics of KNN suggest its 

ability to categorize students accurately with mistakes making it a reliable choice for predicting 

process. However, the effectiveness of KNN is influenced by the selection of neighbors and data 

distribution. Its performance could reduce when dealing with datasets. Figure (7) shows the main 

confusion matrix for KNN.  

 

Figure 7: KNN confusion matrix 
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In conclusion despite performing than the other methods the Naive Bayes classifier still delivered 

satisfactory outcomes with an accuracy of 96%, a precision and recall of 96% each and an F1 score 

also, at 96%. Naive Bayes relies on the assumption of feature independence, which might not be 

entirely applicable in this dataset given the interdependence between academic variables. This 

particular assumption could be a contributing factor, to its accuracy. Somewhat balanced yet 

decreased precision and recall rates. Despite this fact Naive Bayes is still a choice that can be quite 

useful when emphasizing interpretability and speed, over accuracy. Figure (8) shows the main 

confusion matrix for KNN.  

                              

 

Figure 8: Naïve Bays confusion matrix 

The summarized chart data in figure (9) for all classifiers was showed that the Logistic Regression, 

SVM, and K nearest Neighbors have almost perfect scores for accuracy, precision, recall and F1 

score with balanced performance. Random Forest comes next with performance across all 

measures but lower recall. Decision Tree and Naive Bayes show performance in comparison. They 

are still quite effective especially in situations where interpretability or computational efficiency 

are important considerations.  
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Figure 9: Comparison of Student Performance results for different classifiers 

Table (2) shows the main summarized results for all machine learning models to predict the 

student performance.  

Table (2): The results of Machine learning Models 

Method  Accuracy  Precision  Recall  F1-Score 

Logistic 

regression  
99.50% 99.10% 100% 99.55% 

Decision Tree 97% 96% 98% 97% 

Random Forest  98% 99% 97% 98% 

Support Vector 

Machine  
99% 98% 100% 99% 

K-nearest 

neighbors  
99% 99% 99% 99% 

Naïve Bayes 96% 96% 96% 96% 

 

CONCLUSION  

Machine learning outperforms excellent results using logistic Regression, SVM, K-nearest 

neighbors, which standing out as the choice for classification, which outperformed models in terms 

of accuracy, precision, recall, and F1 score showcasing its dependable predictive capabilities in 

distinguish between high and low performance. Similarly, Random Forest, decision tree and Naïve 

bayes yielded results with a lower recall rate but offered valuable insights into feature importance 
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 الخلاصة 
 :المقدمة

ةم  م سةتستتتتتتلأنظدةاالتمةةاللأ بشمشةةتزتتتتتت اةملألابدةمتةاالتتتتتتسلظ ةاللأدبظبشةةللأدستتتتتتظتةالد الةااؤساأمشةةلبطلاب ةأ دةاللأ   ةت اا ةالطلابةمدس  
هذهةالد التتتتتتتةةاباة م سلس ةاللأ ب ةافل ةؤ ةال ظخس ةمتة لا ةتسلتتتتتتتلأتدااةالتتتتتتتلأتااتةال شسلس ةماللأ ب ةافل ةأم تةمةةب ؤاة   ةم مة ةت  دة

 .ت ؤظاةالم ب مس ةلبلأد لا ةالقسئمةةاباةال شسلس ةماللأ ةت دفة لاةتدسظتةللأسئجةالطلابةماا ةا للأااتشدشس ةاللأ بشمشة
 :طاائقةال ما

اللأد ي ةتسللأتدااةالمص نس ،ةمثاةشدالةالقاا ةا لددا ةتضمتةماحبةةالم سلدةةااملشةةهذهةملا مةةال م ذت ةالماحبةةالثسلشةةللأمساةلتط لة
 .Naive Bayesم (KNN) مقابةالدظااة Kم (SVM) الب جسلأ ةمآلةةاا ةالملأده

 :ال لأسئج
 Kم SVM ٪؛ةببشه99ت ةالدص  ةاباةللأسئجةالطلابةما لأبس هسةتسللأتدااةللأةةلمسذتةتص شف؛ةجس ةا لددا ةالب جسلأ ةؤ ةالمقدمةةبدقةة

٪ ة96ب ستتتتتبةة Naive Bayes٪؛ةم97٪؛ةشتتتتتدالةالقاا ةب ستتتتتبةة98٪؛ةالغستةةال زتتتتت ائشةةاللأ ةت ة جاا هسةب ستتتتتبةة99اةةب ستتتتتبةةمقابةالدظاة
ا،ةحظثةحققةا لددا ةالب جستتتتتتتتلأ ةممقابةالدظااة م د  ةمثسلشةةب ستتتتتتتتبةة k مظ ا ةللأسئجةا جس ةالدقةةماللأذ اةمةةال مسذتةحققتةماا  ةجظد 

ئطةالداا لةلمصن ؤةةا  تبسكةلمقس لةةاااا ةاتةؤ سلشةةالمص نس ةالقسئمةةاباةالمدم اةةمال سمشةؤ ةهذهة%ةتقايب س ةتكزفةللأسئجة اا100
 .الم مة

 :ا للأ لأسجس 
تسبطةال لأسئجةالض  ةاباة شفشةةمسسادلةاللأ ب ةافل ةلبمدا سةؤ ةاتتسذةالقاا ا ةتز ةةاا ةالطلابةمت قعةاحلأشسجس ةالطلابةتز اةؤ س  ة

المسلأق ب ،ةلش  ذةال ماةالمقلأاحةؤ ةا الأبس ةمقسبشسةمثاةبشسلس ةالسب كةمالمزس  ةةمتددبثةال مسذتةتسللأماا ةللأدسظتةالدقةةةتسل سبةةلب ما
 .للأدسظتةماا ةالطلاب

 
 .Naive Bayesم KNN،ةSVM،ةشدالةالقاا ،ة(EDM) اللأ دبتةؤ ةال شسلس ةاللأ بشمشةالكبمس ةالمنلأسحشة:ة
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